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\textbf{ABSTRACT}

It has been suggested for many years that students who are able to judge their own performance should do well in academic assessments. Despite the increasing number of empirical studies investigating the effect of self-assessment on academic performance, there has not been a recent synthesis of findings in the higher education context. The current meta-analysis aims to synthesise the effects of self-assessment on academic performance. In particular, it examines the difference between situations in which the process of self-assessment is revealed or observable (explicit) or not revealed or unobservable (implicit). A total of 98 effect sizes from 26 studies either reported a comparison between a group with self-assessment interventions and a control group (\(n=20, k=88\)) or a pre-post comparison (\(n=6, k=10\)). The overall effect of such interventions was significant (\(g=\cdot455\)). Self-assessment interventions involving explicit feedback from others on students’ performance had a significantly larger effect size (\(g=\cdot664\)) than those without explicit feedback (\(g=\cdot213\)). There were no other significant moderators identified for either the overall effect or the effect of interventions involving explicit feedback.

\textbf{Introduction}

A fundamental goal of higher education is to develop students’ capacity for life-long learning (Boud and Falchikov 2006), which is also one of the United Nation’s Sustainable Development Goals. Student self-assessment plays a pivotal role in achieving this goal because, from a pedagogical perspective, effective self-regulated or life-long learning is more likely to happen when students have a realistic sense of their own performance so that they can direct their further learning (Boud, Lawson, and Thompson 2013; Baas et al. 2015). Indeed, scholars advocate that self-assessment should be embedded in the curriculum so that students can develop skills and strategies for meaningful self-assessment that can lead to desirable short-term and long-term learning outcomes (Brown and Harris 2014; Yan 2020).

As self-assessment has great potential in enhancing learning outcomes when implemented for formative purposes, it has received considerable attention in higher education (Dochy, Segers, and Sluijsmans 1999; Sitzmann et al. 2010). An increasing number of empirical studies investigating the effect of self-assessment on academic performance have emerged. However, there
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is a lack of a current meta-analytical synthesis of the findings; most recent meta-analyses of the effect of self-assessment on academic performance were all in the K-12 context (e.g. Brown and Harris 2013; Sanchez et al. 2017; Youde 2019). In addition, there is a significant gap in understanding how to design effective self-assessment interventions. Self-assessment could be, and in many cases is, an implicit process without observable external evidence. A theoretical claim is that self-assessment should be made explicit, i.e. self-assessment actions should be observable or traceable, in order to enact their potential pedagogical and practical advantages (e.g. Panadero, Lipnevich, and Broadbent 2019; Nicol and McCallum 2021), because it is only with traceable actions that teachers can monitor the process and design interventions to improve their quality. However, no attempt has been made to draw together evidence about whether the explicit/implicit dimension of self-assessment influences academic performance. Thus, this paper aims to synthesise the effects of self-assessment and the difference between explicit and implicit self-assessment actions.

**Self-assessment**

Self-assessment has been used in many different ways (Andrade 2019). It can be conceptualised either as a personal ability/skill for evaluating one's own knowledge, skills or performance, or as an instructional and learning process/practice (Yan 2016). Self-assessment can also serve both summative and formative purposes (Boud and Falchikov 1989; Panadero, Brown, and Strijbos 2016), and these different purposes shape how self-assessment is defined (Andrade 2019). The use of self-assessment for summative purposes is extremely demanding (Boud 1989) and the general consensus is that keeping self-assessment formative is more promising in enacting its merits in supporting student learning (Brown, Andrade, and Chen 2015; Yan and Brown 2017). In a state-of-the-art review, Panadero, Brown, and Strijbos (2016) found 20 different categories of self-assessment implementations. These range from simply awarding a grade/mark to one's own work (i.e. self-grading or self-marking) (Boud and Falchikov 1989) to more complex forms in which students seek and use feedback from various sources, evaluate and reflect on their own work against selected criteria to identify their own strengths and weaknesses (Yan and Brown 2017). In this paper we included in the meta-analysis empirical studies that used self-assessment, in simple or complex forms, for formative purposes.

The benefits of self-assessment on academic performance may be largely due to its intertwined relationship with self-regulated learning. Self-assessment requires students to judge the quality of their own work against selected criteria, identify the gap between their current and the desired performance standard and take actions to close that gap (Butler and Winne 1995; Andrade 2010). At each stage of self-regulated learning, the self-assessment process not only makes learning more goal-oriented and effective, but also equips students with plenty of learning opportunities (Yan and Boud 2022). For example, self-assessment facilitates goal setting by identifying personal and environmental resources and helps students search for appropriate learning strategies; it can be used to monitor the learning process, promote self-correction, and guide learning towards the learning goals; and it is also helpful for reflection on the learning outcomes and pointing out direction for future learning (Harris and Brown 2018; Yan 2020).

**Making self-assessment explicit**

As self-assessment requires students to evaluate their own work, it could be an implicit process, i.e. it happens in one's head without observable evidence. This implicit, internal process can become explicit if the self-assessment actions are made observable, such as through discussing assessment criteria, seeking external feedback from others (e.g. teachers or peers), and writing
down or voicing reflections on their performance. Explicit self-assessment with observable
behaviours is desirable for two major reasons. Firstly, the merit of self-assessment resides in its
role as an instructional and learning practice for the purpose of improving learners’ performance
and directing their future learning (Boud and Falchikov 1989; Yan and Brown 2017). The problem
with an implicit, internal process is that the absence of traceable evidence (Nicol and McCallum
2021) about what actions students actually take makes it difficult to monitor the process and
to design interventions to improve its quality. Explicit self-assessment makes the internal process
observable and, therefore, facilitates intentional instruction, support and intervention. Thus, to
harness its pedagogical power, implicit self-assessment processes need to be made explicit.
Through explicit processes, self-assessment strategies can be demonstrated and taught, and
students’ self-assessment capacity is more likely to be developed, monitored and transferred to
new contexts.

Secondly, self-assessment has to be carried out explicitly if it involves interactions with others
(e.g. discussing criteria, seeking external feedback). Although self-assessment can be done
without external inputs, meaningful self-assessment is usually not an isolated, individualised
action (Boud 1999). The presence of ‘others’, in addition to ‘self’, can be crucial in self-assessment
for improvement purposes (Brown and Harris 2013; Yan and Brown 2017). The power of
self-assessment as an instructional and learning practice could be maximised if external feedback
from teachers or peers were involved. This is because external feedback can reveal biases, which
might have a negative impact on academic achievement, and help students to correct them
(Panadero, Lipnevich, and Broadbent 2019).

To facilitate the shift from implicit self-assessment processes into explicit ones, teachers can
use different scaffolding mechanisms (Panadero, Lipnevich, and Broadbent 2019). For example,
teachers can make self-assessment criteria explicit, teach students how to apply them, provide
feedback on students’ self-assessment, and facilitate re-calibration of self-assessment results
(Boud, Lawson, and Thompson 2013; Panadero, Jonsson, and Botella 2017). These scaffolds could
be used at different steps of the self-assessment process.

Prior Meta-analyses of the effect of self-assessment on academic performance

Meta-analytical reviews of the effect of self-assessment on academic performance are scarce in
higher education. Most relevant meta-analyses, whether conducted decades ago (e.g. Boud and
Falchikov 1989) or more recently (e.g. Sitzmann et al. 2010; Blanch-Hartigan 2011; Li and Zhang
2021), focus on the validity or accuracy of self-assessment by examining the relationship between
self-assessment results and external performance criteria (e.g. teacher marks or examination
scores). Meta-analyses on the effect of self-assessment on academic performance (e.g. Brown
and Harris 2013; Sanchez et al. 2017; Youde 2019) are all from the K-12 setting, not higher
education.

An additional limitation of past empirical studies and meta-analyses on this topic is that
none have investigated whether making self-assessment explicit influences its effect on academic
performance. This research gap needs to be filled to understand how to improve its impact on
learning.

Moderators of the influences of self-assessment on academic performance

Despite the generally positive influence of self-assessment on academic performance, the
effect sizes vary across contexts (Brown and Harris 2013). Thus, it is vital to explore the factors
that may moderate the influence of self-assessment interventions, in particular, gender, stu-
dent training, the use of online technology, assessment mode, research design and research
quality.
Some studies (e.g. Andrade and Boulay 2003; Yan 2018) report that male and female students had different responses to self-assessment, while other studies found no gender differences (e.g. Andrade and Du 2007). It is, therefore, worthwhile to test again whether its effect varies across gender. In addition, the design and implementation of self-assessment may substantially influence its effect. For example, self-assessment may bring greater learning gains for students who receive training (Brown and Harris 2013), perhaps because those receiving training develop a better understanding of self-assessment and are more familiar with the process. The use of online technology has become increasingly popular in self-assessment, especially since the outbreak of COVID-19. However, there is still a lack of synthesis of empirical evidence regarding whether online technology can facilitate the implementation of self-assessment and lead to learning gains. Self-assessment may be conducted in a quantitative (e.g. scores and grades) or qualitative mode (e.g. comments). Feedback research has favoured qualitative comments over quantitative scores in influencing learning because the former is more supportive to learning, while the latter can be seen by students to be summative in character and, therefore, may inhibit further learning (Lipnevich, Berg, and Smith 2016). However, whether the same rationale can be applied in self-assessment contexts is unclear. The methodological characteristics of studies may also influence the effects of self-assessment interventions. Specifically, we examined whether the effect differs across research design (control group design and repeated measures design) and research quality.

Research aim and questions
The aim of the current meta-analytic review is twofold. Firstly, we examined the overall effect of self-assessment interventions on improving students’ academic performance, as well as the factors that moderate this effect. Secondly, we investigated the difference in the effect between explicit and implicit self-assessment on academic performance. The specific research questions (RQs) are:

RQ1: What is the overall effect of self-assessment interventions on students’ academic performance? What factors moderate this effect?

RQ2: Does explicit self-assessment have a greater effect on students’ academic performance compared with implicit self-assessment? What factors moderate the effect of explicit self-assessment?

Methods
Search strategies
The literature search was conducted in June 2021 using ERIC and PsycInfo. No limit was set on the publication date so as to be comprehensive. The subject term ‘effect’ (i.e. ‘effect OR impact OR influence OR result OR outcome OR consequence OR contribution’) was paired with the following subject terms one by one: ‘self-assessment’, ‘self-evaluation’, ‘self-monitoring’, ‘self-reflection’, ‘self-rating’, ‘self-grading’, ‘self-review’ and ‘self-feedback’. Following this, the second round of search was conducted using the same databases and subject terms together. This yielded a total of 1,038 records. In addition, six studies were further identified via expert recommendations. After removing duplicates, 675 studies were left to be assessed for eligibility based on predefined selection criteria.

Selection of studies
A study had to meet the following criteria to be included. Firstly, it investigated the effect of self-assessment on academic performance. Secondly, only non-self-reported measures of
academic performance could be included as quality control. Thirdly, a study needed to provide sufficient information for the calculation of effect size. The first author was contacted if insufficient data was available in the paper. Fourthly, various forms of self-assessment were accepted (e.g. quantitative, qualitative, using technology), but the content of the assessment had to be restricted to achievement (e.g. not effort). Fifthly, two types of research design were included (i.e. experimental/quasi-experimental design with control groups and repeated measures design without control groups) in order to synthesise more comprehensive empirical evidence. Sixthly, only studies conducted in the higher education context were included. Lastly, a study needed to be written in English, published in a peer-reviewed journal or as a dissertation or thesis.

To ensure screening quality, 50 studies were randomly selected from the identified records. Two coders independently screened them by title and abstract for relevance. Inter-rater reliability (kappa) between the two coders was .81, above the minimum recommendation (Fleiss 1971). Any disagreement was discussed, and a consensus was reached before moving on to further screening the rest of the studies as well as filtering them based on the full text of the articles. After two rounds of screening, 26 articles with 98 effect sizes meeting the selection criteria were included in the subsequent meta-analysis. Figure 1 shows a summary of the search and selection process.

**Data extraction**

Three types of information were extracted from each study. The first was the methodological characteristics of the study, including *sampling method* (random, systematic or convenient), *study design* (experimental/quasi-experimental or pre-post design), *sample assignment* (random assignment or not), *confounder report* (without or with), *confounder control* (without or with), *data source* (assessed or self-reported), *instrument source* (standardised test, published in journal papers or self-developed), *attrition rate* and *gender* (percentage of male). To represent the overall quality of each study, a surrogate index (*research quality*) was synthesised based on the above-mentioned characteristics except for *gender*, categorised into three levels (strong, moderator, and weak). Five methodological dimensions were evaluated, including study design, participant selection bias, confounders, data collection and withdrawals (Thomas et al. 2004). For the first dimension, random sampling was considered as strong, systematic sampling as moderate, and convenient as weak. For the second dimension, experimental/quasi-experimental design with a control group plus random assignment was considered as strong, pre-post design (with or without random assignment) as moderate, and no control group plus no random assignment as weak. For the third dimension, when potential confounders were reported and controlled, it was considered as strong; when potential confounders were only reported but not controlled, it was considered as moderate; when neither were reported nor controlled, it was considered as weak. For the fourth dimension, a strong data source would be from a standardised test assessed by teachers or researchers; a moderate one from a published instrument in journal papers and self-reported from students; a weak source from a self-reported instrument. For the fifth dimension, an attrition rate below .20 was considered as strong, between .20 and .40 as moderate, and above .40 as weak. The study quality was a synthesised index based on the five dimensions. A study with none or one weak dimension was considered as strong overall in study quality, with two weak dimensions as moderate, and with three or more as weak.

The second type of information extracted was the characteristic of assessment design, including *online technology* (without or with), *student training on self-assessment* (without or with), and *assessment mode* (qualitative, quantitative, or both).

The third type was outcome variables and estimates of effect size (i.e. sample size, mean, standard deviation and correlation).
Coding explicit and implicit self-assessment

According to Yan and Brown (2017) self-assessment process model, we unfolded the self-assessment process into three steps plus a calibration of self-assessment judgement. For each step, we coded the process as explicit or implicit based on the descriptions of self-assessment actions in the included studies. The distinction between explicit and implicit self-assessment is whether the process involves observable behaviours or not. For example, in the first step of determining assessment criteria, self-assessment was regarded as explicit if the assessment criteria were provided or constructed by teachers or students. If students did self-assessment without explicit criteria (although students might still have their own criteria in mind) or the included study did not provide any information regarding the criteria, the self-assessment was treated as implicit.

In the second step, external feedback, self-assessment was explicit if feedback information on students’ performance (not feedback on self-assessment judgement) was provided by external parties (e.g. teachers, peers, etc.). Otherwise, self-assessment was implicit. It should be
noted that, in the original model of Yan and Brown (2017), the second step was self-directed feedback seeking which highlights that students should take an active role in initiating and implementing feedback seeking behaviours, and that feedback may come from both external and internal sources. For our analysis here, however, we used external feedback instead for two reasons. Firstly, whether students used internal feedback or not was often ignored or not reported by researchers. In contrast, the provision of external feedback in self-assessment interventions is traceable and was usually reported in studies. Secondly, external feedback could be helpful to self-assessment whether it is actively sought or passively received by the student. Although self-directed feedback seeking may be preferred from the perspective of self-regulated and life-long learning, its absence in reports means that this aspect of the Yan and Brown model cannot be addressed in this study.

In the step of self-reflection, self-assessment was regarded as explicit if the self-reflection process and/or results were made explicit through writing (e.g. writing a reflective worksheet or answering reflective questions) or other methods (e.g. discussing with others). It was regarded as implicit if the self-reflection was a totally inwards process.

In the calibration of self-assessment judgement, if students were explicitly required or provided opportunities to calibrate their self-assessment judgement (e.g. revising the self-assessment grades/comments), it was explicit. Otherwise, it was implicit.

**Effect size calculation**

Cohen’s d (also known as the standardised mean difference) (Cohen 1988) was used to calculate the effect size for the studies comparing self-assessment interventions with control groups. For repeated measures design studies without control groups, the effect size was calculated using the formula of Becker (1988). As this calculation requires the pre-post correlation of the outcome variables, which is rarely ever reported in published studies, we imputed a correlation of .50, following a regular practice applied in many meta-analyses. As Cohen’s d effect size has been found to have an upward bias when the study sample size is small, all Cohen’s d were converted into Hedges’ g (Hedges 1981). The data analysis procedure can be found in the Supplementary Materials.

**Results**

**The overall effect of self-assessment interventions**

A total number of 98 effect sizes from 26 studies either reported a comparison between a group with self-assessment interventions and a control group (n=20, k=88) or a pre-post comparison (n=6, k=10). The full references of included studies can be found in the Supplementary Materials. Figure 2 shows that there were more positive effect sizes than negative ones and there was no outlier (g > 2.343 or g < -1.698). The overall effect of self-assessment interventions was .455, that was statistically different from zero (SE = .106, 95%CI, .243-.666; t = 4.273; p <.0001, k=98 in 26 studies). The estimated variance components were $\tau^2_{Level\ 3} = .193$ and $\tau^2_{Level\ 2} = .107$. It means that $I^2_{Level\ 3} = 54.33\%$ of the total variation can be attributed to the between-cluster heterogeneity, and $I^2_{Level\ 2} = 30.14\%$ of the total variation go to the within-cluster heterogeneity. The three-level model provided a significantly better fit compared to a two-level model with level three heterogeneity constrained to zero (between studies: LRT: $\chi^2 = 105.221$, p <.0001; within studies: LRT: $\chi^2 = 20.309$, p <.0001). Funnel plots and the three-level Egger regression test indicate the absence of publication bias (see the Supplementary Materials for details).
Moderator analysis for the overall effect of self-assessment interventions

Four aspects of the moderating effect of explicit self-assessment were examined: determining assessment criteria, external feedback, self-reflection and calibration of self-assessment judgement. The results (Table 1) showed that only one aspect, i.e. external feedback, had a significant moderating effect. Self-assessment interventions involving explicit feedback on students’ performance had significantly larger effect sizes ($g = .664, p < .05$) than those without explicit feedback ($g = .213, p > .05$). The other three aspects of the moderating effects of explicitness were observable, but not statistically significant. The mean effect size of interventions with explicit criteria (e.g. rubrics) ($g = .503, p > .05$) was larger than those without explicit criteria ($g = -.154, p > .05$). It should be noted, however, that there were only three effect sizes from two studies with implicit assessment criteria. Interventions involving explicit calibration of self-assessment judgement demonstrated larger mean effect size ($g = .594, p > .05$) than those without explicit calibration ($g = .304, p < .05$). However, interventions with explicit self-reflection had slightly smaller mean effect size ($g = .432, p > .05$) than those without explicit self-reflection ($g = .474, p < .01$).

There were no other significant moderators identified, although some differences were observable. For example, the percentage of male participants in the sample was examined as a moderator. The regression coefficient was negative ($-.819, p > .05$), implying that there was a lesser effect size for males than females. When students did self-assessment without online technology, the mean effect size ($g = .510, p < .001$) appeared to be larger than that using online technology ($g = .210, p > .05$). There was also a slight difference between the mean effect size of studies with self-assessment training for students ($g = .477, p > .05$) and those without training ($g = .446, p < .01$). Regarding the assessment mode, the mean effect size of studies with quantitative evaluations ($g = .559, p > .05$) was larger than studies with qualitative evaluations ($g = .374, p > .05$) and studies with both of the two evaluations ($g = .383, p > .05$). The mean effect size of the studies with repeated measures design ($g = .571, p < .05$) was larger than that of the studies with control group design ($g = .425, p > .05$). In terms of study quality, the mean effect size of studies with strong quality ($g = .893, p > .05$) was larger than the mean effect sizes of studies with moderate ($g = .435, p < .05$) or weak quality ($g = .438, p > .05$). However, in all these differences, the effect sizes were not statistically significant. We did not employ multiple regression because only one moderator, i.e. explicit feedback, was significant.

Figure 2. The distribution of effect sizes.
Moderator analysis for the effect of self-assessment interventions with explicit feedback

As presented above, self-assessment interventions involving explicit feedback on students’ performance had a significantly larger effect size than those without explicit feedback. We, therefore, grouped all studies using self-assessment interventions with explicit feedback together (n = 15, k = 40) and did a further moderator analysis. That is, we examined what factors influenced the effect of self-assessment interventions with explicit feedback on academic performance. The difference between this analysis and that in the above section is that here we focused on self-assessment interventions with explicit feedback. By doing so we can have a better understanding of the conditions in which self-assessment interventions with explicit feedback can bring more learning gains.

Although there were some observable differences of effect sizes, none of moderators were statistically significant (see Table 2 for details). The negative regression coefficients of percentage of male participants (-.219, p > .05) implies that the effect of explicit self-assessment was smaller for male than female students. Using online technology was not analysed as a moderator as there was only one effect size without online technology. The mean effect size of studies with student training (g = .610, p > .05) was slightly smaller than that of studies without training (g = .791, p < .01). For assessment mode, the mean effect size of studies with qualitative evaluations (g = .884, p > .05) was larger than studies with quantitative evaluations (g

| Table 1. Differences in effect sizes for moderators (all self-assessment interventions). |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| Moderator                        | No. of ES | Estimate (95%CI) | Test Statistic | p-value         |
| Explicit/implicit dimension      |           |                 |                |                |
| Criteria                         | 95        | .503 (.503 - 1.364) | t(1, 96) = 3.390 | .069           |
| Explicit                        | 3         | -.154 (-.867 - .559) |                |                |
| Implicit                        | 40        | .664 (.507 - .844)  | t(1, 96) = 5.181 | .025*          |
| Feedback                         | 58        | .213 (.074 - .500)  |                |                |
| Self-reflection                  | 27        | .432 (-.474 - .90)  | t(1, 96) = .038 | .847           |
| Calibration                      | 71        | .474 (.203 - .745)  |                |                |
| Explicit                        | 40        | .594 (-.99 - .680)  | t(1, 96) = 2.196 | .142           |
| Implicit                        | 58        | .304 (.019 - .589)  |                |                |
| Other moderators                 |           |                 |                |                |
| Gender                           | 71        | .480 (.075 - .884)  | t(1, 71) = 1.647 | .204           |
| Male (%)                         | 75        | -.819 (-2.091 - .453) |                |                |
| Online Technology                |           |                 |                |                |
| Without                          | 75        | .510 (.275 - .746)  | t(1, 96) = 1.175 | .281           |
| With                             | 23        | .210 (-.850 - .250) |                |                |
| Student Training                 | 48        | .446 (.168 - .724)  | t(1, 96) = .022 | .884           |
| With                             | 50        | .477 (-.396 - .460) |                |                |
| Assessment mode                  |           |                 |                |                |
| Qualitative                      | 54        | .374 (-.597 - .579) | F(2, 94) = .316 | .730           |
| Quantitative                     | 29        | .559 (-.384 - .738) |                |                |
| Both                             | 14        | .383 (-.047 - .812) |                |                |
| Research design                  |           |                 |                |                |
| Repeated measures design         | 9         | .571 (.110 - 1.031) | t(1, 96) = .305 | .582           |
| Control group design             | 89        | .425 (.667 - .377)  |                |                |
| Research quality                 |           |                 |                |                |
| Weak                             | 43        | .438 (-.460 - .467) | F(2, 95) = .413 | .663           |
| Moderate                         | 53        | .435 (.083 - .787)  |                |                |
| Strong                           | 2         | .893 (-5.73 - 1.489) |                |                |

Note: * p < .05.
Table 2. Differences in effect sizes for moderators (only self-assessment interventions with explicit feedback).

<table>
<thead>
<tr>
<th>Moderator</th>
<th>No. of ES</th>
<th>Estimate (95%CI)</th>
<th>Test Statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>651 (.045–1.347)</td>
<td>t(1, 23) = .262</td>
<td>.874</td>
<td></td>
</tr>
<tr>
<td>Male (%)</td>
<td>-219 (-3.042–2.604)</td>
<td>t(1, 38) = .387</td>
<td>.538</td>
<td></td>
</tr>
<tr>
<td>Student Training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without</td>
<td>791 (.313–1.028)</td>
<td>t(1, 38) = .387</td>
<td>.538</td>
<td></td>
</tr>
<tr>
<td>With</td>
<td>610 (.807–.428)</td>
<td>t(1, 38) = .387</td>
<td>.538</td>
<td></td>
</tr>
<tr>
<td>Assessment mode</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qualitative</td>
<td>578 (.913–.964)</td>
<td>F(2, 38) = .431</td>
<td>.653</td>
<td></td>
</tr>
<tr>
<td>Quantitative</td>
<td>884 (.919–1.182)</td>
<td>F(2, 38) = .431</td>
<td>.653</td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>552 (.081–1.186)</td>
<td>F(2, 38) = .431</td>
<td>.653</td>
<td></td>
</tr>
<tr>
<td>Research design</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Repeated measures design</td>
<td>.702 (.039–1.365)</td>
<td>t(1, 38) = .002</td>
<td>.970</td>
<td></td>
</tr>
<tr>
<td>Control group design</td>
<td>.687 (.790–.760)</td>
<td>t(1, 38) = .002</td>
<td>.970</td>
<td></td>
</tr>
<tr>
<td>Research quality</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weak</td>
<td>188 (.550–.926)</td>
<td>F(2, 93) = .245</td>
<td>.784</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>566 (.027–1.105)</td>
<td>F(2, 93) = .245</td>
<td>.784</td>
<td></td>
</tr>
<tr>
<td>Strong</td>
<td>937 (.852–1.593)</td>
<td>F(2, 93) = .245</td>
<td>.784</td>
<td></td>
</tr>
</tbody>
</table>

Note: * p < .05, ** p < .01, *** p < .001.

= .578, p > .05) and studies with both methods (g = .552, p > .05). There was little difference between the effect sizes for studies with control group design (g = .687, p > .05) and those with repeated measures design (g = .702, p < .05). With regard to the study quality, the mean effect size of strong-quality studies was highest (g = .937, p > .05), followed by moderate-quality studies (g = .566, p < .05), and weak-quality studies (g = .188, p > .05).

Discussion

Self-assessment is believed to benefit students’ academic performance if it is used in a formative fashion (Andrade 2019; Panadero, Lipnevich, and Broadbent 2019). This meta-analytical review aimed to test this effect by synthesising empirical evidence in higher education. A total number of 98 effect sizes from 26 studies reporting either an experimental-control comparison or a pre-post comparison were included in the synthesis.

Overall effect of self-assessment

The mean effect size of self-assessment interventions in this synthesis was .455. For educational interventions, an effect size of .40 or above is regarded as meaningful and an effect size of .60 or above is considered large (Hattie 2008). Thus, self-assessment deserves more pedagogical attention because it is not only theoretically compatible with the fundamental goals of higher education, such as self-regulated and life-long learning, but also can effectively enhance students’ academic performance. The mean effect size revealed in this synthesis is similar to the findings in meta-analyses in the school context. For example, Brown and Harris (2013) review of 23 studies revealed a positive effect (median effect between .40 and .45) across year levels and subject areas. Similarly, the review by Youde (2019) including 19 studies published between 1991 and 2017 reported a mean effect size of .46. The mean effect size in this synthesis is larger than that reported in Sanchez et al. (2017) review (.34). This is probably because we included all types of self-assessment, while Sanchez et al. (2017) only covered self-grading. This finding is congruent with previous arguments that self-grading, or grade guessing (Boud and Falchikov 1989), is less effective because it may not involve eliciting and using criteria and making meaningful evaluative judgments (Yan and Boud 2022).
Like past meta-analyses in the school context, despite the positive mean effect size, the magnitude of learning gains varied across studies, with 26 (26.5%) studies in this meta-analysis reporting negative effects. It suggests that the use of self-assessment per se does not guarantee better academic performance: it depends on how it is used. The implementation of self-assessment is complicated and may be influenced by both personal and contextual factors, as are other types of formative assessment (Yan et al. 2021). To enact and maximise the positive impact of self-assessment, teachers need to consider both these factors when designing and implementing self-assessment in courses.

**Difference between the effect of explicit and implicit self-assessment**

This meta-analysis is the first to compare the effect of explicit and implicit self-assessment interventions. Theoretically, making self-assessment explicit is likely to facilitate intentional instruction of self-assessment strategies which, in turn, may increase the effectiveness of self-assessment. Explicit self-assessment with observable behaviours (e.g. discussion of assessment criteria, external feedback and written reflection) provides teachers with opportunities to monitor, intervene and scaffold students' self-assessment processes, especially for students with limited self-assessment experience and strategies. This may be especially important for weaker students who have demonstrated less capacity to judge their own performance (Falchikov and Boud 1989).

The results showed that self-assessment interventions with explicit feedback on students' performance had significantly larger effect sizes than those without explicit feedback. This finding highlights the crucial role of other persons (e.g. teachers and peers) in the self-assessment process (Boud 1999; Brown and Harris 2013). The feedback provided by others serves as important reference information against which students compare their own performance (Nicol 2021). External feedback can reveal biases, which are quite common in self-assessment, and help students correct them. In the long term, the interaction with external feedback during self-assessment can enhance students’ ability to generate self-feedback (Panadero, Lipnevich, and Broadbent 2019). In contrast, self-assessment without explicit feedback is problematic not only because it is difficult to notice its influence, but also because it is subject to biases that never get revealed and openly examined.

This aspect, external feedback, is somewhat different from the Yan and Brown (2017) original model where the equivalent step is entitled self-directed feedback seeking. In line with the self-regulation perspective, Yan and Brown (2017) highlighted the active and reflective role of students in their self-assessment model and focused on students’ feedback seeking behaviour. In practice, however, it is not easy to differentiate whether external feedback is actively sought or passively received by students. Although it is desirable for students to have the capacity and willingness to actively seek external feedback, this meta-analysis shows that the existence of external feedback, no matter whether it is student-initiated or not, can increase the effectiveness of self-assessment. Thus, the provision of external feedback should be fostered in self-assessment processes.

The other three aspects of the explicit/implicit dimension (i.e. determining assessment criteria, self-reflection and calibration of self-assessment judgement) did not influence the effectiveness of self-assessment interventions. This non-significant result might be attributable to the insufficient number of studies in some comparisons. For example, there are only three effect sizes from two studies without explicit assessment criteria. The low number, on the one hand, decreases the statistical power and, on the other hand, indicates that making self-assessment criteria explicit has become a norm in practice. Nevertheless, caution should be taken in interpreting these results. Our coding was based on the description of self-assessment interventions in the included studies. Thus, the trustworthiness of the description is crucial. It is not surprising that some studies did not provide sufficient details regarding the interventions, which might hamper the precision of the coding. It is also possible that students might have done explicit
self-assessment (e.g. discuss with peers on assessment criteria, getting feedback from others, etc.), but the researchers did not know or did not report it. To facilitate better communication and synthesis, we urge researchers to provide a precise account of the self-assessment process in their interventions in the future.

**Moderators of self-assessment**

Apart from external feedback, there were no other significant moderators identified in this meta-analysis. To some extent, this result aligns with past meta-analyses on similar topics. For instance, Sanchez et al. (2017) conducted analyses exploring five moderators for the effect of self-grading on test performance, including educational level, subject area, training to students, frequency of self-grading and the use of rubrics. All these moderators showed no significant effect. Youde’s (2019) review identified only one significant moderator: self-assessment had a stronger effect for middle school learners than high school learners. This finding, however, should be interpreted with caution. Some studies directly compared the effects of self-assessment interventions with different designs and found significant differences. For example, Panadero and Romero (2014) reported that the rubric condition led to significantly better academic performance than the non-rubric condition. Unfortunately, such kinds of studies with multiple self-assessment conditions are extremely rare. In addition, it is not unusual that multiple moderators are nested within the same intervention, such as in Birjandi and Tamjid (2012) study: students in one condition conducted qualitative self-assessment and received no training, while those in the other condition did quantitative self-assessment but received training. Such collinearity of moderators (Murano, Sawyer, and Lipnevich 2020) may make the real impact of individual moderators murky. Future experimental studies should consider including multiple conditions that represent different designs of self-assessment to identify the features of effective self-assessment interventions.

**Conclusion**

The present meta-analysis provides an updated synthesis on the effect of self-assessment on academic performance. Overall, self-assessment interventions had positive and meaningful effects on students’ academic performance. This supports theoretical claims about the benefits of self-assessment in improving student learning. Self-assessment interventions with explicit feedback on students’ performance showed a significantly larger effect than those without explicit feedback, indicating that the availability of external feedback provides important scaffolding for successful self-assessment. No other significant moderator was identified in this meta-analysis, which calls for more studies to gauge in more depth the features of effective self-assessment interventions. The findings of this synthesis highlight the importance of self-assessment in teaching in higher education and inform researchers and practitioners about the design and implementation of self-assessment interventions.
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